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ABSTRACT 
 

Leukemia refers to a disease that affects the white blood cells (WBC) in the bone marrow and/or 
blood. Blood cell disorders are often detected in advanced stages as the number of cancer cells is 
much higher than the number of normal blood cells. Identifying malignant cells is critical for 
diagnosing leukemia and determining its progression. This paper used machine learning with 
classifiers to detect leukemia types as a result, it can save both patients and physicians time and 
money. The primary objective of this paper is to determine the most effective methods for leukemia 
detection. The WEKA application was used to evaluate and analyze five classifiers (J48, KNN, 
SVM, Random Forest, and Naïve Bayes classifiers). The results were respectively as follows: 
83.33%, 87.5%, 95.83%, 88.88%, and 98.61%, with the Naïve Bayes classifier achieving the 
highest accuracy; however, accuracy varies according to the shape and size of the sample and the 
algorithm used to classify the leukemia types. 
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1. INTRODUCTION 
 

Nowadays, machine learning (ML) is used in 
virtually every area of computational work that 
requires the design of algorithms and 
performance optimization. Learning from 
unbalanced data sets has become a critical issue 
in machine learning in recent years, and it is 
frequently encountered in a variety of 
applications, including computer security, 
engineering, remote sensing, biomedicine, and 
transformational industries [1,2]. 
 

Classification, regression, and band techniques 
are all examples of supervised learning 
techniques where the target variable is 
categorical and continues to decline. Machine 
learning datasets typically consist of a large 
number of samples and a limited number of 
attributes. Microarray technology is distinct from 
more conventional machine learning datasets [3]. 
 

Leukemia is a type of cancer of the blood cells. It 
is a disease that affects the delicate inner lining 
of the body called bone marrow. The bone 
marrow contains hematopoietic stem cells. It 
differentiates into a variety of blood components, 
including white blood cells (WBCs), platelets, and 
red blood cells (RBCs), each of which performs a 
unique function [4]. The (RBC) are responsible 
for transporting oxygen from the lungs to the 
body's tissues. While (WBC) are responsible for 
fighting disease and inflammation, platelets aid in 
clotting and bleeding control [5]. 
 

Different approaches for diagnosing leukemia 
have been developed using machine learning. 
One significant flaw remains in automated 
hematology analyses, and these studies sought 
to replicate the known parameters of those 
variables accurately. Computer algorithms are 
developed for aspects of imaging laboratory 
research such as hematological parameter 
analysis, blood value analysis, and other studies 
on hematological Analysis [6]. Diversification of 
classifiers is a critical aspect that plays a 
significant role in the application of this ensemble 
mechanism. This can be accomplished by 
utilizing various subsamples of the input data, as 
in the case of improvement [7], of course, there 
are some critical and fundamental differences 
between the categories of ensemble methods [8]. 
 

Additionally, in an ensemble, classifiers can be 
sequential or concurrent. The ensemble is 

classified into two types based on the learning 
mechanism used during the training phase and 
the testing of a subsample of the dataset: 
ensemble base learning and meta-learning [9]. 
Waikato Environment for Knowledge Analysis 
(WEKA) was used in this study to perform data 
mining techniques. WEKA is a piece of software 
that enables the execution of various data mining 
processes through the use of machine learning 
algorithms. 
 

The feature selection procedure is frequently 
used to improve the effectiveness of all data 
mining algorithms and their performance in data 
classification [10]. The dataset contains 
numerous features, but not all of them are 
required. Certain features are redundant or 
irrelevant, providing no additional information and 
providing no context-relevant information, 
respectively. The feature selection is guided by a 
predefined criterion for selecting a subset of the 
original features and employs dimension 
reduction techniques frequently used in data 
mining [11]. 
 

Additionally, the feature selection process is 
used to reduce the number of features by 
eliminating those that are redundant, irrelevant, 
or noisy. This is especially advantageous 
because irrelevant features increase the 
complexity of the model and the time required to 
reach a stable model structure. Additionally, it is 
believed that the feature selection process 
speeds up the learning or modeling process, 
increases the accuracy or quality of the learning, 
and results in a better understanding of the 
model [12]. 
 

The rest of the paper is organized as follows. 
The second section mentions Related Work. 
Section 3 Leukemia Disease and its types. 
Section 4 Leukemia Dataset, Methodology in 
Section 5 describes the Feature Selection, 
classification used in detecting leukemia and 
Weka Tool. In section 6 comes performance 
evaluation matrices for classifier, also mentions 
the confusion matrix. The 7th section shown the 
experimental results and discussion. in section 8 
comparative studies, the conclusion comes in the 
final section of the research. 
 

2. RELATED WORK 
 

S. Dasariraju et. al., [13] Extracted 16 features, 
two of which are novel features of the nucleus's 
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color. A random forest algorithm was trained to 
detect and classify immature leukocytes. The 
model detected immature leukocytes with an 
accuracy of 92.99 percent and classified them 
with a classification accuracy of 93.45 percent. 
Precision values for each class were greater than 
65 percent, which represents an improvement 
over the current state. The nucleus to cytoplasm 
area ratio was discovered to be a discriminative 
feature for both detection and classification, while 
the other two proposed features were shown to 
be significant for classification. The proposed 
model can aid in the diagnosis of AML, and the 
most salient features serve as a baseline for 
future research. 
 
P. M. Gumble [14] propose the identification of 
leukemic blood cells through morphological 
analysis of microscopic images; morphological 
analysis requires only an image rather than a 
blood sample, making it ideal for low-cost and 
remote diagnostic systems. The proposed 
system first distinguishes leucocytes from other 
blood cells in the blood image, then selects 
lymphocyte cells (those associated with acute 
leukemia), evaluates their morphological 
indexes, and finally classifies the presence of 
leukemia. For each blood cell, the segmentation 
process generates two enhanced images, one of 
which contains the cytoplasm and the other of 
which contains the nuclei. The two images can 
then be used to extract distinctive features 
specific to each type of leukemia for 
identification. A total of 72 samples were 
collected from the 66 correctly identified             
samples using the KNN classifier to classify              
ALL. The system is 91.66 percent                         
accurate. 
 
U. K. Dey et. al., [15] purpose to use three 
machine learning algorithms to analyze the gene 
expression data of several individuals and predict 
the type of leukemia they have. XGBoost, 
Random Forest Classification, and Artificial 
Neural Networks are three of these algorithms. 
Prior to applying the algorithms, the 
dimensionality of the dataset was reduced via 
principal component analysis (PCA). The dataset 
was obtained through Kaggle website and 
contains the genetic expression profiles of 72 
individuals, each of whom possessed 7129 
genes. Meanwhile, the Precision value indicates 
how accurately the model predicts that an 
individual is afflicted with ALL. For Random 
Forest, this value is 73.7 percent. The accuracy 
remains constant from both perspectives for 
obvious reasons. 

P. K. Mallick et. al., [16] pieced to classify gene 
expressions. There are 72 bone marrow 
expression datasets in the work that were used 
for the research classifier is for separating the 
acute-lymphocyte (ALL) and diffuse lymphocyte 
(AML) the network training uses 80% of the data, 
while the other 20% serves to validate the model. 
In comparison, it provided a good result. 
Although two types of leukemia have a 98.2% 
probability of being diagnosed, these 
probabilities have improved over time. These 
different computer-aided analyses may be of use 
to genetic and viral researchers in the future. 
 
S. Mandal et. al., [17] created an image-based 
approach for cancer diagnosis by extracting 
critical information from the blood image data 
and training multiple classifiers. Others also 
claimed that Gradient Boosting Decision Tree 
(GBDT) classifiers give better results than 
Support Vector Machine (SVM) learning 
algorithms. the research also concluded that they 
had deduced several important characteristics, 
such as the presence of neighboring nuclei and 
the shape of the nucleus, which in turn influences 
the outcome of cell detection. This work stored 
vector graphics technique can be applied in a 
restricted computing environment without a 
Graphics Processing Unit. The program achieved 
an 85.6% of F1 validation score on data. has 
also located an important feature for helping 
physicians or technicians to quickly interpret 
stained images aid in the detection of leukemia 
patients. 
 
A. Belhekar et. al., [18] proposed an image-
analytics system that was completely automated. 
Using image analytics and classification 
algorithms on samples of patient's cells, the 
proposed system produced the correct results. 
TCIA (the Cancer Imaging Archive) has been 
used to collect the dataset for experiments. It has 
been prepared for processing. an “open source” 
predictive tool is implemented as “Orange-
Mining”, KNN has shown itself to perform well for 
the segmentation of the data, while Neural 
Networks have shown to be superior for 
classification. the model's 0.865 AUC, 0.38 
calculation precision, and F1 rating for neural 
networks. 
 
T. Sajana et. al., [19] Presented 152 patients 
data, with Random split function for leukemia 
classification are analyzed clinically and 
presented in the paper. The classifier 
performance was also compared with several 
ensemble techniques – multiclass, Logit Boost, 
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Stacking, and Random Committee                      
classifiers. Experiments are conducted and 
confirmed that Random Bagging on the         
leukemia class dataset produces an accuracy of 
95%. 

 
P. K. Das et. al., [20] developed an algorithmic 
leukemia classification method to differentiate 
between various types of leukemia, an 
automated leukemia detection and classification 
procedure (ALL). Used datasets of 108 and 260 
images respectively for ALL-IDB1, and ALL-
IDB2. The cells were retrieved by processing 
with the color k-means clustering method that 
used a tool that extracted the lymphocytes. 
Finally, the segmentation process was 
completed, after which three main features were 
extracted: design, texture, and color. In some 
instances, other algorithms, such as the gray-
level co-occurrence matrix (GLCM) and gray-
level run-length matrix (GLRL) were then applied 
to enhance the features of the nucleus. Further, 
dimensional reduction with Principal Component 
Analysis (PCA) was used. WBCs were finally 
handled using an SVM (support vector                
machine) with an RBF kernel. 96% of the 
proposed method worked accuracy well,                    
and sensitivity 92.64% of that efficacy was 
recorded. 

 
E. Purwanti et. al., [21] propose an                   
automated method for detecting lymphocyte 
leukemia by classifying single lymphocyte 
images obtained from peripheral blood smears. 
This study has two primary objectives. The first 
step is to isolate cells of interest. The second 
objective is to divide lymphocytes into two types, 
normal and abnormal lymphocytes. The                 
authors combined shape and histogram               
features and used the k-nearest Neighbor 
algorithm with k values of 1, 3, 5, 7, 9, 11, 13, 
and 15. and the result was 90%, which was 
obtained by combining the characteristics of 
area-perimeter-mean-standard deviation with 
k=7. 

 
S. Kumar et. al., [22] presented an algorithm for 
developing automated systems for detecting 
acute leukemia. The implemented method            
makes use of basic enhancement, morphology, 
filtering, and segmentation techniques to                 
extract regions of interest using the k – means 
clustering algorithm. The proposed                    
algorithm achieved a 92.8 % accuracy when 
compared to the K-Nearest Neighbor (KNN) and 
Naive Bayes Classifier on a 60-sample                
dataset. 

3. LEUKEMIA DISEASE 
 

Leukemia is a form of blood tissue cancer. The 
delicate inside of the body, called bone marrow, 
is leukemia. Leukemia. Hematopoietic stem cells 
are composed of the bone marrow. It evolves 
into multiple blood components such as white 
blood cells (WBCs), platelets, and red blood cells 
(RBCs), which each have distinct functions [4]. 
Cells (RBC) are responsible for the transfer of 
oxygen from the lungs to the tissues of the body. 
Though (WBC), also known as leukocytes, is 
responsible for combating disease and 
inflammation, platelets help with clotting and 
control bleeding [5]. The first type of leukemia 
consists of two categories: chronic leukemia and 
acute leukemia [23]. Acute leukemia is referred 
to as acute myeloid leukemia, acute lymphocytic 
leukemia, categorized as chronic myeloid 
leukemia, and chronic lymphocytic leukemia [24]. 
 

Leukemia is a serious disease in American 
culture, affecting all children and adults, as well 
as infants younger than 12 months. The most 
common type of cancer in children is leukemia, 
although the World Health Organization's study 
of adults indicates that leukemia is one of the 15 
most common types of cancer [25]. A critical 
characteristic of cancer killers is the rapid 
development of irregular cells that grow beyond 
their natural boundaries, then invade neighboring 
cells and spread to other organs. This process is 
referred to as metastasis. According to the World 
Health Organization's website, cancer is the 
world's second leading cause of death, 
accounting for nearly 9.6 million deaths in 2018 
[26]. According to a National Cancer Institute 
(NCI) report, the United States is expected to see 
62,130 new cases of cancer treatment and 
245,000 fatal or extremely serious cases [27]. 
 

3.1 Acute Myeloid Leukemia (AML) 
 

Acute leukemia is the most common type. It 
occurs when the bone marrow begins to produce 
immature WBC and blisters. This also allows for 
the formation of irregular platelets and RBC. The 
symptoms may resemble those of influenza or 
other common diseases. Additionally, the terrain 
and markings may vary depending on the 
affected cell types. Acute myelogenous leukemia 
is typically characterized by fever, fatigue, and 
exhaustion, bone pain, phaleness of the skin, 
shortness of breath, and sudden swelling, as well 
as recurrent diseases and bleeding, such as 
hemorrhage gums and common nose bleeds. 
(AML) has eight additional subtypes that differ 
from other types of leukemia [28]. 
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Fig. 1. Types of leukemia [28] 
 

3.2 Acute Lymphocytic Leukemia (ALL) 
 
It's the most common cancer in children, and it's 
caused by an overabundance of premature white 
blood cells in the bone marrow [29], as well as a 
long-term overabundance. It's difficult to tell the 
difference between flu and other common 
illnesses because they share symptoms like 
bone and joint fatigue, stiffness, and discomfort 
[5]. 
 

3.3 Chronic Myeloid Leukemia (CML) 
 
The Chronic myeloid leukemia is rare at a young 
age [30]. It is a slow-growing type of leukemia, 
and it can progress to fast-growing acute 
leukemia and difficult treatment. It can be seen in 
three phases, i.e., accelerated, chronic, and 
eruption phases. As it is in the chronic phase, 
leukemia grows slowly and is in the strongest 
case. The second stage, however, goes through 
a stage in which the blood cells are immature, 
usually known as the extended stage. Finally, it 
passes through the third stage, which is the 

explosion stage, known as the transformation 
stage of the explosion or the acute stage [28]. 
 

3.4 Chronic Lymphoblastic Leukemia 
(CLL) 

 
It is known as a blood disease that slowly gets 
worse. It is not very common in children but is 
most commonly observed in adults, its symptoms 
include night sweats, fever, weight loss, and 
periodic infections [28].The types of leukemia 
and a pictorial representation of the blood 
structure are shown in Fig. 1. 
 

4. LEUKEMIA DATASET 
 
Leukemia dataset is microarray datasets in Weka 
ARFF format [31]. The database consists of 7130 
features (7129 features (Genes) and 1 class 
attribute) for 72 instances (47 for ALL class, 25 
for AML class), all are numerical values except 
the Last column is the class (two classes: ALL, 
AML) [32]. Fig. (2) shows the Weka information 
for Leukemia dataset. 

 

 

 

Fig. 2. Leukemia dataset weka information 
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5. METHODOLOGY 
 

Machine learning is the ability of computers to 
learn, where a machine is built with algorithms 
that allow it to make its own decisions and show 
the results to the user. It is essentially known as 
the subfield of Artificial Intelligence. Machine 
Learning is used today to classify and make 
decisions on complex data. In general, algorithm 
development enables the machine to learn and 
make the necessary decisions. It is closely 
related to mathematical optimization, which 
supplies the field with tools, theory, and 
implementation domains, and is used in a variety 
of computational tasks where explicit algorithms 
cannot be planned and programmed. Machine 
Learning techniques and tasks are broadly 
classified into three categories: 
 

• Supervised learning: which is capable of 
solving regression problems such as weather 
forecasting, population growth forecasting, and 
life experience forecasting, among others, is 
accomplished through supervised learning using 
either a Linear Regression or a Random Forest 
algorithm. Additionally, supervised learning 
solves classification problems such as voice 
recognition, digit recognition, diagnostics, and 
identity fraud detection by utilizing algorithms 
from a variety of fields, including Support Vector 
Machines, Random Forests, and K-Nearest 
Neighbor. There are two levels of supervised 
learning. The phase of training and the phase of 
testing. The data sets used in the training 
process must contain known labels. The 
algorithms examine the relationship between the 
input values and the labels and make predictions 
about the values of the testing data [33]. 
 

• Unsupervised Machine Learning (UML), a 
widely used technique for analyzing multi-omics 
data, has the potential to significantly advance 
our understanding of patient phenotypes and 
clinical outcomes [34]. On the other hand, clinical 
data is more heterogeneous than high-
throughput datasets, posing unique challenges 
for UML. While handling mixed data is critical in 
bioinformatics, UML is frequently used in omics 
contexts to apply a single distance metric 
uniformly to a matrix of homogeneous data, 
either continuous or binary [35]. 
 

• Predicting patient outcomes using machine 
learning techniques has demonstrated superior 
accuracy to other methods. This is why machine 
learning has been a hot topic of research in 
recent years. For example, machine learning 

techniques have been used to forecast the 
outcome of various types of cancer [36], and 
Numerous classification techniques have been 
developed in the field of machine learning, and a 
significant number of them have been applied to 
the classification of cancer [37]. 
 
In this proposed model many classifiers were 
used to classify the Leukemia with high 
accuracy, efficiency using J48, KNN, SVM, 
Random Forest, and Naïve Bayes classifiers. 
The mechanism of this proposed model goes 
through four main stages, which are (1-Leukemia 
dataset uploading, 2-feature selection, 3-
classification and 4-evaluating the results).                   
Fig. (3) shows the flowchart diagram of the 
proposed model. After the classification results of 
the five algorithms, the performance was 
measured by calculating the following                   
metrics: True Positive Rate, False Positive                
Rate, Precision, Recall, F-Measure, ROC               
Area. 
 
As shown in Fig. 3, 10-fold cross-validation was 
utilized. Fold Cross-validation is a method for 
evaluating predictive models that splits the 
dataset into a training subset and a test 
subset for training and evaluating the model. The 
Leukemia dataset was randomly partitioned into 
10 equal size subgroups in 10-fold cross-
validation. One subset is kept for validation, while 
the other nine are used for training purposes. 
The folds are then used to repeat cross-
validation ten times, with each of the ten subsets 
serving as validation data exactly once. The 
results of the ten folds can then be averaged to 
get a single estimate. This method has the 
advantage of using all observations for training 
and validation, and each observation is only 
utilized once for validation. 
 

5.1 Feature Selection 
 
The Weka platform includes feature selection 
algorithms that use filter approaches to choose 
relevant parameters and improve the 
performance of machine learning models [38]. In 
this paper for the feature selection 
CorrelationAttributeEva (CA) method were used. 
CA is a feature subset selection algorithm [39]. It 
evaluates the attribute by calculating the 
correlation (Pearson's product moment 
correlation) between it and the class [40,41]. The 
main objective of CA is to obtain a highly relevant 
subset of features that are uncorrelated to each 
other. 
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Fig. 3. Leukemia diagnosis proposed model flowchart diagram 
 

In this way, the dimensionality of datasets can be 
drastically reduced and the performance of 
learning algorithms can be improved [42]. Ranker 
search method used with CA. Features are 
prioritized and those that are most suited for use 
in the machine learning method are filtered 
based on their Correlation values [38,43]. By the 
combination of this Correlation attribute evaluator 
with the Ranking method of Search is applied to 
the Leukemia dataset. 
 

5.2 Classification 
 

Classification is the theoretical process of 
identifying individual components of an image or 
even the entire image. Image categorization is a 
critical and widely used branch of image 
processing that involves classifying images into a 
set of predefined categories using only 
representative samples from each category 
[44,45]. There are two types of image 
classification; an uncontrolled image 
classification exists [46]. Although the current 
work focuses on mild classification algorithms, 
they are not unexpected. The primary 
classification in machine vision is also regulated 
[14]. 
 

5.2.1 Support vector machines (SVM) 
 

The SVM classifier is based on the hyper plane 
classifier. This is calculated through a feature 

(linear or non-linear) It serves as a classifier [47]. 
features extracted and captured from the image 
texture and shape One of the important features 
of the WBC class is the length and number of the 
lobes. relevant features for training, like the 
number of lobes, periphery/nuclei, nuclei count, 
nuclei/entropy, and a number of cells per species 
are selected [48]. 
 

5.2.2 K-nearest neighbor (KNN) 
 

KNN classifies new states based on a similarity 
measure (for example, Euclidean distance 
functions) This method was already used in the 
1970's for pattern recognition and statistical 
estimation [14]. Additionally, a method of training 
classifier optimization called K-NN was used to 
search for the k-species in the training datasets 
while incorporating data variability [49]. 
 

5.2.3 Decision tree (J48) 
 

J48 is a more developed version of C4.5 that is 
designed to work with continuous data [12]. The 
method initially constructs a tree using the 
training data via a training stage. A sample from 
the testing data is compared to the constructed 
tree in order to determine its class. In fact, 
Decision Trees are widely used by numerous 
scholars and are considered to be one of the 
simplest classifiers to use. It is designed and 
developed based on data entropy [50]. Due to 
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the technique's tree-like shape and form, it is one 
of the most accurate and time-efficient 
classifiers. The anxious subdivision is regarded 
as a symbol for the conclusion of conceivable 
feature standards through without a doubt [51].  
 

5.2.4 Random forest (RF) 
 

This technique constructs a forest by combining 
multiple decision trees in order to achieve a high 
classification rate [52]. The ultimate goal of 
utilizing this supervised classifier machine is to 
avoid over-reliance on a single learning model 
[25]. The critical distinction between this novel 
technique and the conventional decision tree 
classifier is that the root nodes contain divided 
nodes that are not necessary [53]. 
 

5.2.5 Naïve bayes 
  
The goal of the Naïve Bayes algorithm is to 
detect blast cells based on features They utilize 
the proposed classifier to detect the presence of 
blast cells. Combining the Naïve Bayes classifier 
with a gene classification may help The job of the 
classifier is to collect the Naïve Bayes results It is 
clear and effective. Convergence causes social 
inequity and takes measures [54]. 
 

5.3 Weka Tool 
 

Given that the output of the training dataset is 
known to be the screening class, classification is 
the most appropriate technique to use in this 
case. Classification can aid in the improvement 

of screening procedures and the reduction of 
potential errors caused by inexperienced health 
professionals. 
 

WEKA is a set of machine learning algorithms for 
data mining. The algorithms can be applied to a 
dataset directly or via Java code. WEKA has 
tools for data preprocessing, classification, 
regression, clustering, and visualization. It is also 
well-suited to the development of new machine 
learning systems. WEKA is open-source 
software released under the GNU General Public 
License. Additionally, it is a self-contained 
platform, as the program is written in the Java TM 
programming language and includes a graphical 
user interface for interacting with data files and 
generating visual results (tables and curves 
thinking). Additionally, it includes a generic API, 
which enables you to automatically include 
WEKA, like any other library, in our applications 
for tasks such as server-side data mining [55]. 
Fig. (2) shows the block diagram of the proposed 
model. 
 

6. PERFORMANCE EVALUATION 
MATRICES FOR CLASSIFIER 

 
To evaluate the best classifier, we must first 
define some well-known performance metrics 
that will assist us in selecting the best. 
 
The Confusion Matrix provides an excellent 
overview of a classifier's performance. A typical 
confusion matrix is shown in Table 1. 

 

Table 1. A Typical 2*2 confusion matrix 
 

Actual Class                         Predicate Class 

Positive Negative 

Positive TP FN 
Negative FP TN 

TP = No. of Positive Classified Correctly Instance. 
FN = No. of Negative Classified Incorrectly Instance. 
FP = No. of Positive Classified Incorrectly Instance. 
TN = No. of Negative Classified Correctly Instance. 

 
Confusion Matrix gives a Number of performance measure 
 

 

a) Accuracy = (TP+TN/TP+TN+FP+FN) 

b) TR Rate (Sensitivity) = TP(TP+FN) 

c) FP Rate (Specificity) = FP(FP+TN) 

d) Precision = TP/(TP+FP) 

e) Recall = TP/(TP+FN) 

f) F-Measure = Harmonic mean of precision & recall 

g) ROC Area = Proportion of TPR to FPR 
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7. EXPERIMENTAL RESULTS AND 
DISCUSSION 

 

This section summarizes the results of the 
classification process in which we applied the 
classifiers to the dataset using WEKA 
Experimenter. 
 
Table 2 shows and analysis the results for using 
J48 algorithm. 
 
Table 3 shows and analysis the results for using 
KNN algorithm. 
 

Table 4. shows and analysis the results for using 
SVM algorithm. 

Table 5 shows and analysis the results for using 
Random Forest algorithm. 
 

Table 6 shows and analysis the results for using 
Naïve Bayes algorithm 
 

Table 7 shows the comparison between the five 
classifiers depending on the time taken to build 
the model and the accuracy of the classifier. 
 

Fig. 4 shows that random forest algorithm tokes 
the longest time to build its model while KNN 
algorithm had the shortest time. 
 
Fig. 5 shows that Naïve Bayes algorithm had the 
higher accuracy. 

 

Table 2. System assessment using trees J48 classifier 
 

Class TP Rate FP Rate Precision Recall F-Measure ROC Area 

ALL 0.894 0.280 0.857 0.894 0.875 0.784 
AML 0.720 0.106 0.783 0.720 0.750 0.784 
Weighted Avg. 0.833 0.220 0.831 0.833 0.832 0.784 

 

Table 3. System assessment using KNN classifier 
 

Class TP Rate FP Rate Precision Recall F-Measure ROC Area 

ALL 0.936 0.240 0.880 0.936 0.907 0.875 
AML 0.760 0.064 0.864 0.760 0.809 0.875 
Weighted Avg. 0.875 0.179 0.874 0.875 0.873 0.875 

 

Table 4. System assessment using SVM classifier 
 

Class TP Rate FP Rate Precision Recall F-Measure ROC Area 

ALL 0.979 0.080 0.958 0.979 0.968 0.949 
AML 0.920 0.021 0.958 0.920 0.939 0.949 
Weighted Avg. 0.958 0.060 0.958 0.958 0.958 0.949 

 

Table 5. System assessment using random forest classifier 
 

Class TP Rate FP Rate Precision Recall F-Measure ROC Area 

ALL 1.000 0.040 0.979 1.000 0.989 0.980 
AML 0.960 0.000 1.000 0.960 0.980 0.980 
Weighted Avg. 0.986 0.026 0.986 0.986 0.986 0.980 

 

Table 6. System assessment using naïve bayes classifier 
 

Class TP Rate FP Rate Precision Recall F-Measure ROC Area 

ALL 1.000 0.320 0.855 1.000 0.922 0.986 
AML 0.680 0.000 1.000 0.680 0.810 0.986 
Weighted Avg. 0.889 0.209 0.905 0.899 0.883 0.986 

 

Table 7. Comparison of results by time and accuracy 
 

Classifier                     Comparison of results 

Time taken to build model Accuracy 

Trees J48 0.22 Sec. 83.3333 % 
KNN 0.05 Sec. 87.5 % 
SVM 0.21 Sec. 95.8333 % 
Random Forest 1.4 Sec. 88.8889 % 
Naïve Bayes 0.22 Sec. 98.6111 % 
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Fig. 4. Time analysis 

 
 

 

Fig. 5. Accuracy analysis 
 

8. COMPARATIVE STUDIES 
 

Table 8 shows a summary of comparison for 
related work. This table demonstrates that 
researchers in related papers used a variety of 
different methods for trait selection and 
classification, as well as a variety of different 
datasets with varying numbers of leukemia 
samples. 
 

Although dataset was different, previous 
research papers mostly used the same 
classifiers to extract accurate results for 
leukemia. Whereas, we notice that, the research 
paper [16] showed higher accuracy results with a 
value of 98.2% by using classifier for separating 
on microarray Dataset. Whereas for [15] the 
result was 80.8% by using the Random Forest 
classifier with PCA Feature Selection on ALL 
microarray Dataset. 

Additionally, using KNN and Naive Bayes in [22] 
the result was 92.8% with KNN classifier on 
Clinically Collected Dataset. While the [20] used 
KNN and SVM classifiers and showed 91.20%, 
96.00% accuracy in the same dataset with 
(GLCM) & (GLRLM) feature selection. 

 
To evaluate the accuracy of each classifier, a 
confusion matrix is used. The experimental result 
demonstrates that when five attributes are 
applied, Naïve Bayes archives the optimum 
recognition ratio with 98.61% and second is the 
SVM with 95.83%, while KNN accuracy ratio is 
87.5%. Meanwhile, J48 gets 83.33% of 
recognition ratio, and Random Forest gets 
88.88% of recognition ratio. The based on the 
accuracy results, we can see that the best          
results appear when the ROC Area value is close 
to 1. 
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Table 8. Comparison this study and related work 
 

Reference 
/Year 

Comparison 

Dataset Feature Selection Classifier Result 

[12]  2020 Clinically Collected 
Dataset 

- Random Forest 92.99% 
93.45% 

[15]  2020 Microarray ALL - Classifier for 
Separating 

98.2% 

[18]  2020 Clinically Collected 
Dataset 

- Multiclass, Logit Boost, 
Random Committee, 
Stacking, 
Random Split 
Committee 

75% 
89% 
90% 
60% 
95% 

[19]  2020 Clinically Collected 
Dataset 

(GLCM) & 
(GLRLM) 

KNN 
SVM 

91.20% 
96.00% 

[14]  2019 Microarray ALL PCA Xgboost & Random 
Forest 

92.3% 
80.8% 

[16]  2019 TCIA Lightgbm Model SVM & GBDT 
Classifier 

79.4 
85.6% 

[17]  2019 TCIA Orang Mining Random Forest 
KNN 

82.5% 
82.7% 

[21] 2018 Clinically Collected 
Dataset 

KNN  KNN  
 Naive Bayes 

92.8% 

[13] 2017 Clinically Collected 
Dataset 

- KNN 91.66% 

[20] 2017 Clinically Collected 
Dataset 

- KNN 90% 

Proposed 
Work 

Microarray 
ALL 

Correlation Trees J48 
KNN 
SVM 
Random Forest 
Naïve Bayes 

83.3333% 
87.5% 
95.8333% 
88.8889% 
98.6111% 

 

9. CONCLUSION 
 

The primary objective of this paper is improving 
the accuracy of leukemia using machine learning 
with classification Algorithms. Microarray 
Leukemia dataset were used and classified using 
five classifiers (J48, KNN, SVM, Random Forest 
and Naïve Bayes algorithms). The results show 
that Naïve Bayes classifier has the highest 
accuracy 98.61%, where J48 has the lowest 
accuracy 83.33%. The last three classifiers 
respectively are KNN, SVM, Random Forest with 
the accuracy ratios of 87.5%, 95.83%, 88.88%, 
and 95.4%. Further work in this research will lead 
to determining the effectiveness of treatment 
provided to leukemia patients, through effective 
use of appropriate machine learning 
classification algorithms of all types of leukemia, 
which can be executed in parallel for better 
response time and accuracy. 
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