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Abstract

research activities. The multiple level association rupgsvide the more meaningfy
concept hierarchy. The Apriori algorithm is most establishlgorithm for mining the singl

to generate 3rd level association rules with some motdita in the algorithm. The dat

prerequisite to implement the modified algorithm.

The mining of association rules and frequent item sets arendlire area of interest in recent

information in comparison to single level association rulegchvidescribes only single level

]

level association rules. In this study, the fast imgetation of Apriori algorithm has been used

a

coding and data cleaning techniques are used to find theeweltdssociation rules as they are

Keywords: Multiple-level association rule, fast Apriori implemetiba, support, confidence,

recoding, data cleaning.

1 Introduction

The data mining will be most useful in future because watarang huge amount of data per day.

The new information can be explored by applying the datangnitéichniques on this huge amo

unt

of stored data. The mining of association rule is mostulsechnique for data mining. The

multilevel association rules provide the information at déife level of concept hierarchy [1].

In data mining, association rule learning is a popularaeltlresearched method for discovering
interesting relations between variables in large databdXatetsky-Shapiro et al. [2] describes

analyzing and presenting strong rules discovered in dataheseg different measures
interestingness. Based on the concept of strong rules, Abetval. [3] introduced associati
rules for discovering regularities between products in lagme transaction data recorded
point-of-sale (POS) systems in supermarkets.
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The Apriori algorithm is a single-level association-raféning algorithm. By single level, we
mean to say that there are no hierarchies among iteas itemset. In contrast, in multiple-level
association rule mining, the items in an itemset areachenized by using a concept hierarchy.
Mining occurs at multiple levels in the hierarchy. At lowesels, it might be that no rules may
match the constraints. At highest levels, rules can beragty general. Generally, a top-down
approach is used where the support threshold varies from tievelel [4]. In many of the
applications of single-level association rule mining, tteans contained in an itemset could
potentially be hierarchically organized where primitigeel concepts can be generalized to higher
levels while the more specific items to lower leveldha hierarchy. By forming such a concept
hierarchy, a process of discovering association rules udiple concept levels progressively
deepens the knowledge mining process for finding more meahiagd refined knowledge from
the data [1,4].

Mining association from numeric data using genetic algoriis explored and the problems faced
during the exploration are discussed in [5]. Positive andtivegassociation rules are another
aspect of association rule mining. Context based positidenagative spatio-temporal association
rule mining algorithm based on Apriori algorithm is dismgbin [6]. Association rule generation
requires scan of the whole databases which is diffionlvéry large database. An algorithm for
generating Samples from large databases is discussed. iAr[inproved algorithm based on
Apriori algorithm to simulate car crash is discusseB]. There are many algorithms presented
which are based on Apriori algorithm [9, 10,11,12]. The &ficy of algorithms is based on their
implementation. UML class diagram of Apriori algorithm aiid Java implementation is
presented in [13]. A fast implementation of Apriori aifun was presented in [14]. The central
data structure used for the implementation was Trie bedaosperforms the other data structure
i.e. Hash tree.

Apriori algorithm is the best algorithm for single levadsociation rules mining [3,15]. In this
study, the generation of3level association rules using fast Apriori implementation teesn
discussed. Implementation of this modified algorithm for geimeye3® level association rules
requires the repeated call of this algorithm. Datalsaselld be coded in specified format and data
cleaning has been done if required, generation of frequentsiégs and in the last generation of
3 level association rules.

This paper is organised as follows. Problem is defineddtiose2. Section 3 discusses the coding
of transaction database. Section 4 deals with cleaning afidegquired. Modified algorithm is
presented in section 5 Results are discussed in section tionSéaeals with conclusion and
future scope.

2 Problem Statement

The items in any super market are numbered using ticedmrlt facilitated the automatic reading
of item details using the barcode reader. Barcode foteam ¢an be some logical code or just a
sequence number. The transaction database of any super owartiegns the transaction id and the
set of barcodes against each transaction id. The sarap#mgtion table is shown in Table 1.
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Table 1. Transactional database

Transaction id Barcodes
1234¢ {121234, 102302, 87654
12346 {121212, 102302, 121234}

The item master table contains the details of item ag#ieseach barcode. If barcode is just a
sequence number then mapping of item details from itememdatabase to transaction database
is required to produce some meaningful database. Table 2 dtwsasrhple item master database.

Table 2. Item master database

Bar code Category Brand Pack Price (Rs.)
121234 Bread Harvest Normal 18
121212 Milk Amul 500ml 22

Item master database contains the complete detaitem$ against each barcode. The barcode
121234 represents the item category bread brand harvest,gratd and price Rs.18/-. This item
master is providing three level of concept hierarchystHevel the item category, on the second
level the item brand and the third level is pack. BYI8vel association rules, the association
between normal pack harvest bread with 500ml amul milkbeilexplored. First the frequent item
sets are explored and then the association rules are expldredsupport and confidence are
different for every level threshold value and they are aefined. The different threshold for
every level will produce good number of associatioesul

3 Coding of Data

The algorithm runs of coded database. In this study, the gits diode has been used for every
item purchased. The six digits of the code has been dividethirge level hierarchy so two digits
per level. In this study, maximum hundred categories cacoded. Every category of item can
have maximum of hundred brands and every brand for given categorprave maximum of
hundred packing options. This coding can be flexible in futweies. Using three tables of code
and item category, brand and packs, the coding of tlabas¢ has been done easily.

Sample coding scheme is shown in Table 3. Every iegory is represented by two digit code.
By this approach, maximum of hundred item category candded. So after reading the item
category the program which is responsible to generateottesowill generate two digits code for
every item category.

Table 3. Coding scheme for item categories

S.No. Item Code
1 Milk 10

2 Bread 11

3 Biscuit 12

4 Butter 13

5 Atta 14
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Table 4 is showing the sample coding scheme for brandrofdsgegory of milk. So every item
category can have hundred brands. The program which is redpdosiienerate the code will put
two digits code for the brand name of item category. For pkafor brand amul of item category
milk, the code is 20.

The Table 5 is showing the sample code for packing optiongmwfitGenerally item comes in
various packing options. By this coding scheme, maximum of hungae#ling option are
available to code the packing options for every brand of dat@gory. For example 200ml pack
of brand amul of item category milk 102000.

Table 4. Coding schemefor brands of item category milk

S.No. Item Code
1 Amul 20

2 Mother Dairy 21

3 Sanch 22

4 Paras 23
5 Jerse 24

Table5. Coding scheme for packs of brand amul item category milk

S.No. Item pack (ml) Code
1 200 00

2 500 01

3 100¢ 02

4 2000 03

The complete coding scheme of items is shown in Tablhé.program will generate six digits
code for every item purchased. For example, 102101 is thefood&em category milk, item
brand mother dairy and packing of 500ml. The results will contee form of frequent item sets
and association rules of'3evel and decoded easily using these three tables.

Table 6. Coding scheme for milk with brands

S.No. Item with brand Code

1 Amul Milk 200ml 10200(
2 Mother dairy milk 500ml 102101
3 Sanchi Milk 200ml 102200
4 Paras Milk 1000n 10230:
5 Jersey Milk 2000ml 102403

Table 7 is displaying the sample transaction table of angrguprket. Transaction id is assigned
against each purchase from the store. For examplérshedistomer purchases the milk of amul
brand in 200ml pack, bread of harvest brand in normal pack andashita in 2 kg pack.
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Table7. Transaction table

id Item purchased

T
1 {Milk(Amul (200ml)), Bread(Harvest(normal)), Attaghirvad(2 kg))}

2 {Bread(Britania(big pack)), Biscuit(Britania(100gm)), dthes(Maggi(small))}
3 {Milk(Amul(500ml)), Bread(Britania(normal)), Biscuit(Parle(100gn

4 {Milk(Mother Dairy(200ml)), Bread(Harvest(normal)), AtiAshirvad(2 kg))}
5 {Milk(Amul(200ml)), Bread(Harvest(normal)), Biscuit(Pa(tL00gm))

The program which is responsible to code the databasgeméirate the data.dat file for the coded
database. Each row of this file contains the one row ofacdios table. The row number will
represent the transaction id and the contents of the row wiksent the item purchased against
that transaction id. The sample of data.dat file @ashin Fig. 1.

102000 113001 135002
113102 124002 146000
102001 113101 124202
102100 113001 135002
102000 113001 124202

Fig. 1. Data.dat file

This is the input file for the modified Apriori algorithmh@& implementation of this modified
algorithm will produce the frequent item sets and then shedation rules of"3level.

4 Cleaning of Data

Cleaning of data is required for the databases whichlezady available in coded form. Another
program has been developed for cleaning the data files. Dgeapn takes the .dat file as input
and done the cleaning process. It fills the missing digitsdpying the digits are available within
the code. After the cleaning process, it generates tlieds file which has all six digit codes.

The program reads the every code from data.dat file amt<the digits of the code. If code is
less than 6 digits it makes the code of six digits by addliegnissing digits from the code.

The algorithm of data cleaning is given in Fig. 2. The atgoriof data cleaning takes the data.dat
file as input. It opens in this input file in read modesates another out.dat file and opens this
out.dat file in write mode. It reads the data.dat ditel checks for space and new line character.
These characters are the separators between two codesedtdata into out.dat from data.dat by
making all codes of six digits. At the end, it renames oufildsto data.dat file.

This algorithm return data.dat file which have all six @igiode into it. It completes our data

cleaning process. It is a complete input file so ourrétlyn for finding frequent item sets and
association rules will work properly.
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Algorithm Data_Cleaning(data.dat)
{
Open data.dat file in read mode
Create and open out.dat in write mode
i=0
While( data.dat)

read data.dat into x

if x=" ‘ or x= new line then
if i=1 then
forj=1to5do
item[j]=item[j-1]
if i=2 then
forj=2to 5 do
item[j]=item[j-2]
for j=0 to 5-1 do
write into out.dat

else
write into out.dat
i=i+1
Rename (data.dat, out.dat)
}
Fig. 2. Algorithm of data cleaning
5 Algorithm

The Apriori algorithm is a classic algorithm for findingefuent item sets and single level
association rules [7]. A fast implementation of Apriori alfon is presented using the trie data
structure in [6]. Bodon implementation generates frequent ie¢sasid association rules of single
level. It does not generate the association rules ohselevel.

This Bodon implementation has been modified for finding thecéetson rules of second level.
To facilitate the process of finding the level of assimmrules one argument named level of
association rule has been added. One additional function isl addeeparate the code of input
file. After separating the coded inputs, it calls theirmApriori function to generate the
association rules. This new addition of code is showngn3

In step 1, it identifies the codes and separates them. Uiregglevel is one then it separates the
item codes from their categories code and calls the atisocrale generation function. Else it
calls the association rule generation function on bothsitand their categories. The results are
stored in the file named out.txt which is passed asmaegtito the program.
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Modified_Apriori(input file, output file, level, min_suppr

{

Swith ( level)

If level = 1

Then Apriori(Func_Separation(input file, level), output fil@n_support, min_conf)
If level =2

Then Apriori(Func_Separation(input file, level), output fitein_support, min_conf)
Else

Apriori(Func_Separation(input file, level), output file, msupport, min_conf)

}

Func_Separation(input file, level)
{

Item=first element read from file
If level ==

Then

String item = convert digit to string
String sub = item.substr(0,2)

If sub ==item
Extracted_item=sub

Then exit

Else

If level ==

Sub= item.substr(0,4)

If sub== item
Extracted_item=sub

Then exit

Else

If level==3

Extracted_item=sub

}

Fig. 3. Modified code

6 Results

The results are generated for all levels of associatiles and the frequent item sets. The frequent
item set for level 3 association rules are given in T8ble
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Table 8. Frequent 1-l1tem sets

S. No. Item code (occurrence) Item Name (occurrence)

1 146000 (1) Noodles(Maggi(small)) (1)
2 124002 (1) Biscuit(Britania(100gm)) (1)
3 113102 (1 Bread(Britania(big pack (1)
4 113101 (1) Bread(Britania(normal)) (1)
5 102100(12) Milk(Mother Dairy(200ml) (1)
6 102001 (1) Milk(Amul(500ml)) (1)

7 135002 (2) Atta(Ashirvad(2 kg)) (2)

8 124202 (2 Biscuit(Parle(100gm)) (.

9 102000 (2) Milk(Amul(200ml)) (2)

10 113001 (3 Bread(Harvest(normal)) (

Similarly frequent 2-itemsets and frequent 3-itemsetsats®@ found. They are shown in Table 9

and Table 10 respectively.

Table 9. Frequent 2-1temsets

S. No Item code (occurrence) Item Name (occurrence)

1 146000 124002 (1) Noodles(Maggi(small)) Biscuit(BrigghD0Ogm)) (1)

2 146000 113102 (. Noodles(Maggi(small)) Bread(Britania(big pack))

3 124002 113102 (1) Biscuit(Britania(100gm))Bread(Britasitapack))(1)

4 113101 102001 (1) Bread(Britania(normal)) Milk(Amul(500n(D)

5 113101124202 (1 Bread(Britania(normal)) Biscuit(Parle(100gm))

6 102100 135002 (1) Milk(Mother Dairy(200ml)) Atta(Ashid{akg)) (1)

7 102100 113001 (: Milk(MotherDairy(200ml)) Bread(Harvest(normal))(

8 102001 124202 (1) Milk(Amul(500ml)) Biscuit(Parle(100gt1)

9 135002 102000 (1) Atta(Ashirvad(2 kg)) Milk(Amul(200)n(})

10 135002 113001 (2) Atta(Ashirvad(2 kg)) Bread(Harvestady)(2)

11 124202 102000 (1) Biscuit(Britania(100gm)) Milk(Amul(209n{L)

12 124202 113001 (. Biscuit(Britania(100gm)) Bread(Harvest(normal)

13 102000 113001 (2) Milk(Amul(200ml)) Bread(Harvest(ndh2)

Table 10. Frequent 3-1temsets

S.No. Item code (occurrence) Item Name (occurrence)

1 146000 124002 113102 (1) Noodles(Maggi(small)) Biscuit(BritanGgi1))
Bread(Britania(big pack))(1)

2 113101 102001 124202 (1) Bread(Britania(normal)) Milk(Amul(50Pm
Biscuit(Britania(100gm))(1)

3 102100 135002 113001 (1) Milk(Mother Dairy(200ml)) Atta(Ashirvidi2
Bread(Harvest(normal)) (1)

4 135002 102000 113001 (1) Atta(Ashirvad(2 kg)) Milk(Amul(200ml))
Bread(Harvest(normal))(1)

5 124202 102000 113001 Biscuit(Britania(100gm)) Milk(Amul(200ml)

Bread(Harvest(normal))(1)
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The input file did not contain any transactions having ftem purchased together. So it is not
possible to generate the frequent 4-itemsets. Hengeatbenot generated by this algorithm.

Association rules generated by the algorithm in outrixigiven Fig. 4.

Association rules:
condition ==> consequence (confidence, occurrence)

146000 ==> 124002 (1, 1)
124002 ==> 146000 (1, 1)
146000 ==> 124002 113102 (1, 1)
124002 ==> 146000 113102 (1, 1)
113102 ==> 146000 124002 (1, 1)
146000 ==> 113102 (1, 1)

113102 ==> 146000 (1, 1)

124002 ==> 113102 (1, 1)

113102 ==> 124002 (1, 1)

113101 ==> 102001 (1, 1)

102001 ==> 113101 (1, 1)

113101 ==> 102001 124202 (1, 1)
102001 ==> 113101 124202 (1, 1)
113101 ==> 124202 (1, 1)
102100 ==> 135002 (1, 1)
102100 ==> 135002 113001 (1, 1)
102100 ==> 113001 (1, 1)

102001 ==> 124202 (1, 1)

135002 ==> 113001 (1, 2)

113001 ==> 135002 (0.666667, 2)
102000 ==> 113001 (1, 2)

113001 ==> 102000 (0.666667.

Fig. 4. 3" Level association rules

7 Conclusions and Future Scope

Fast implementation of Apriori algorithm analyzed and medifit to find frequent item sets and

association rules of level-3. The modification is don¢hiee steps. In first step, the transaction
database is coded using a new coding scheme and in secorftestégahing of database is done
if required and at the third step code of implementatiodifieal and a new module is added to
facilitate the third level association rules generation.

This algorithm is based on fast implementation of Aprdgorithm and generating the third level
of association rules. This algorithm can be enhanced taatXwurth level association rules by
providing the transaction data using the concept hierarctipurth level. Similarly it can be
further enhanced to extract association rules of level-n.
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